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Abstract

Post-Moore’s law scaling is creating a disruptive shift in simulation workflows, as saving
the entirety of raw data to persistent storage becomes expensive. We are moving away from a
post-process centric data analysis paradigm towards a concurrent analysis framework, in which
raw simulation data is processed as it is computed. Algorithms must adapt to machines with
extreme concurrency, low communication bandwidth, and high memory latency, while operating
within the time constraints prescribed by the simulation. Furthermore, input parameters are
often data dependent and cannot always be prescribed. The study of sublinear algorithms
is a recent development in theoretical computer science and discrete mathematics that has
significant potential to provide solutions for these challenges. The approaches of sublinear
algorithms address the fundamental mathematical problem of understanding global features of
a data set using limited resources. These theoretical ideas align with practical challenges of
in-situ and in-transit computation where vast amounts of data must be processed under severe
communication and memory constraints.

Introduction: Steady improvements in computing resources enable ever more enhanced
simulations, but I/O constraints are impeding their impact. Despite increases in temporal
resolution, the gap between time steps saved to disk keeps increasing. This compromise in
fidelity makes it impossible to track features with timescales smaller than that of I/O frequency.
This discrepancy will become more pressing on future architectures as increases in computational
power significantly outpace I/O capabilities. This motivates a fundamental shift away from a
post-process centric data analyses. Concurrent analysis frameworks are a promising direction
wherein raw simulation output is processed as it is computed, decoupling the analysis from
I/O. Both in-situ [YWG+10, BWM11, FMT+11] and in-transit [VHP11, AEW+11, BAB+12]
processing are based on performing analyses as the simulation is running, storing only the results,
which are several orders of magnitude smaller than the raw data. This mitigates the effects of
limited disk bandwidth and capacity. Operations sharing primary resources of the simulation are
considered in-situ, while in-transit processing involves asynchronous data transfers to secondary
resources.

These workflows pose unique challenges as algorithms must be re-designed to operate within
tight memory, communication, and I/O constraints. Sublinear algorithms may provide a solu-
tion. This field is a recent development in theoretical computer science and discrete mathemat-
ics, which addresses the mathematical problem of understanding global features of a data set
using limited resources. These theoretical ideas are directly aligned with practical challenges of
in-situ and in-transit computation and show great promise in addressing these issues.
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Sublinear algorithms: Sublinear methods [Rub06,Ron09] are designed around the follow-
ing question: given access to a function f over a massive discrete domain, how does one choose
a tiny fraction of the domain space that provides information about detailed properties of f?
Often enough, to determine important features of an input, one does not need to actually look
at the entire input. The field of sublinear algorithms makes precise the circumstances when this
is possible and provides a host of algorithmic techniques to perform this task. The samples are
chosen through randomization but often have no closed-form description and are much more in-
tricate than statistical random sampling based on standard distributions. Sublinear algorithms
allow for quantification of the error or uncertainty introduced by using only a sample of the
data. This confidence measure is necessary for adoption of such techniques by the large-scale
scientific computing community, whose scientific results are often used to make high-impact
decisions that could have large financial or public policy implications.

From theory to practice: At a high level, any question that can be framed in terms of
determining global properties of a large domain is subject to a sublinear analysis. However,
because this theory is relatively new and highly mathematical, implementations of sublinear
techniques in real applications are practically non-existent. Recent work by our group on graph
analysis showcased the immense potential of transferring the advances in theoretical science into
a practical realm. We designed sampling-based algorithms to estimate various triadic measures
on graphs [SPK13]. The proposed techniques are effective in practice and come with theoretical
error/confidence bounds for a given number of samples (e.g., 38K samples guarantee an error
< 10−2 with 99.9% confidence). This algorithm is faster than standard enumeration methods
by many orders of magnitude. It possesses excellent scalability, since the number of samples
required for a given accuracy is independent of input size. We have extended our ideas to a
Hadoop implementation [KPP+13] that enabled analyzing triangle analysis on a graph with 4.6
billion edges (the largest ever reported).

Our aim is to apply these sampling-based techniques to large-scale, physics-based simula-
tions, although the data analysis challenges are significantly different. Our initial investigations
in application-independent generation of colormaps show promise. The visualization of large-
scale data can be difficult because determining a good colormap requires information about the
distribution of values in the data. The size of the data often makes this process computationally
expensive. Using sampling methods, we have devised an algorithm to efficiently generate color
maps that support the visualization of features of interest on large-scale data.

Another scientific application that shows promise is the aggregation of feature-based statis-
tics [BKL+11]. For example, given functions defined over the 3-dimensional grid, combustion
scientists are interested in the average size of the connected regions with a value greater than
some threshold [MGB+11]. A sublinear algorithm would ascertain this value without examining
the whole domain by choosing a small subset (using randomization) through complex algorith-
mic schemes. The output would be approximate, but with a quantified time-error tradeoff. In
applications with an underlying turbulent transport, it is important to track features of interest
over time as they are advected by the flow. The full analysis is too computationally expensive at
the frequency required by the simulation timescales, and the sketches provided by sublinear algo-
rithms might be utilized as a surrogate for a subset of the time steps. Finally, many algorithms
running on massive inputs work much faster if prior knowledge of the input is incorporated.
This is often encoded in terms of algorithm parameters, which are set by domain experts based
on their estimates of global properties of the input. Sublinear algorithms can explore a tiny
portion of the domain to provide accurate estimates of these desired global properties.

In summary, sublinear algorithms demonstrate enormous potential in providing solutions to
data analysis challenges in extreme-scale scientific computing environments. This revolutionary
approach tells us how to perform computations by looking at small portions of the data, and this
could lead to huge reductions in required communication. Initial results in transitioning these
technologies from theory to practice show promise for current architectures. However, further
study is required to understand both their broad applicability and performance on potential
future architectures.
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